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g. lftworandom variables are independent, then the joint pdf or

pmfis product of marginals
i. Fordiscretevariables, px y(7,y) =
PX=2;n{Y =y}) =P(X=2)P(Y =y) =
px(z)py (y)
ii. For continuous variables, decompose P ({X € (z —d,x +9)} N

h. Rule: if two random variables are independent, then expectation
of product is product of expectations.
i. Proof for discrete case: E[XY| = sz 5y zypx y(z,y) =
So Sy 2Ypx (T)py (y) = Sz xpx (T) sy ypy (y) =
(Sz2px(z)) (5yypy (y)) = E[X]E[Y]
i. Covariance for independent variables is zero
i. Proof for continuous case: Cov [X,Y] = E|[(X — E[X])(Y —
E[Y])] = E[X — E[X]|E[Y —E[Y]]=0x0=0.
j. Notethat Cov [X, X] = Var [ X].
k. Notethat Var[aX] = a?Var[X] and Cov [aX,bY] =
abCov [ X, Y].
i. By previous fact, we need only prove this for covariance.

ii. Fordiscrete variables, Cov [a X, bY]| =
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o Sylax)(by)px v (2, y) = absy vy vypx vy (T, y) .-
. |Cov [X,Y]| < Var[X]Var[Y].

I. Formal proof uses Cauchy-Schwartz inequality.

ii. Heuristic proof: covarianceislargest when X and Y lineupin

same direction.

m. How bigis a big covariance?

i. Divide by its maximum and and see how close to 1 you get.
ii. Resultis called correlation
iii. Fora,b>0,then p|laX,bY =p|] X,Y.
8. Conditional pmf and pdf:

a. Discretecase: P(X =z|Y =y)=P(X=2)n(Y =y)) /P(
pxy(x,y)/py(y).
b. Continuouscase: P (X <z|Y € (y — 0,y +0)) =
ﬁoofy“ fxy(w,z)dw dz/1y+5 fy(2)dz ~
90) o Frey(w,y) duw/ (26 fy(y)) =
oo fxy(w,y) dw/ fy (y) andso fx|y(zly) =
fxy(@y)/fy(y).
;2.6

Q. Notethat E[X + Y] = sy 5y(x + y)?X,Y(%?J) =
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Sa Sy epX Y (T, Y) + Sa Sy ypx vy (T, Y) = Se vy px y (T, y) +

Sy Y Te DX,y (T, Y) = Yo wpx () + 3y ypy (y)
1. By extension, holds expectation of sum is sum of expectations for
larger sums as well.
2. Since E[aZ] = aE[Z], then expectation of average is average of
expectations.
3. Ifthings being averaged all have same expectation, expectation of
average is that value as well.
R. Ifrandom variables X; all have expectation (i then
Var[ X1 + -+ + Xp] = E[(X] = p) + -+ (Xp — p))°] =
G EIXG = )7 + 555 BI(XG — p)(X; — )]
1. If X areindependent thanfor i # j, E[(X; — p)(X; — p)] =
BlX; — plE[Xj —pu] =0
2. If X; areindependent and each with variance o2 then
Var [X{ + -+ + X)) = no?

a. Var|X] = (1/n)?no? = 0% /n . Hence variance gets smaller as

2

n gets larger.
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