Lecture b
WMS: 8.7

H. Designing an Experiment
1. Sample Size Determination
a. Suppose you want to estimate parameter to within a certain
accuracy €
i. called margin of error.
b. Asmeasured by c.i. oflevel 1 — o

c. Suppose you have pre-knowledge of the standard deviation.
d. Then oz, /5/v/n < e
e. Then 0z, 9/e < /n
f. Then n > 0'22(21/2/62
g. Ex., toestimate binomial proportion (ex. poll result) to 2%,
i 02 =0(1-0)<.25
ii. Cangetbywith n = .25(1.96)%/.02% ~ 2500.
WMS: 8.8-8.9
|. Common Applications
1. We just did one-sample examples.
a. One-sample normal means confidence intervals

i. Asabove: X & Zo/20 /+/1 for normal mean
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o X +t,/9.,_15/+/nif o mustbeestimatedas 5.

b. Two-sample binomial intervals:
i. X1 ~ Bin(ny,m), X9 ~ Bin(ng, m).

ii. Estimatesare m; = Xl/nl, T = XQ/TLQ.

iii. c.i. for T —79 IS 7AT1—7AT2:|:ZO[/2\/71C1(1 — 7?1)/711 + 7f2(1 — 7?2)/%

2. Two-sample mean difference

a. Assume
. X1q,...,X,, sameexpectation and finite variance
i. Y7,...,Y,, sameexpectation and finite variance

iii. Allindependent
b. Estimate 0 = E[Y;] — E [X]]
I. Case with common variance:

e Pivotalquantity S = (Y — X — 60)/(c/1/m +1/n) if

common variance were known to be o .
e Pivotalquantity S = (Y — X — 0)/(Sp\/1/m + 1/n)
¢ S, \/z | (Xi=X)+> 4 (Y=Y) |

PR : pooled standard

deviation % %k k ok >k ok %k %k k >k ok

e Pivot has distribution approximately N(0, 1)

> More closely, £, 1,—9-
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ii. Case with variances not known to be common:

o Let 0? = Var[X;], 7% = Var Y]]
e Pivotalquantity S = (Y — X — 9)/\/02/m+ ™2 /nif o,

7 known.

e If o, 7 unknown, estimateby S, =
VI (X = X)/(m = 1), 8 =
\/Zyzl(Y; —Y)/(n — 1) respectively.
o IsS=(Y X — Q)/\/S%/m + Sg/n pivotal? No.

> If o =0, reducesto t,,_1.
> fo=7,m=n,tyan_9.
e Standard solution: approximate by ¢, where d is

complicated formulaof Sy, Sy, m, n.

e SeeFig. 4.

% %k 3k >k %k 5k k ko k %k k

WMS:9.1
3. Variance Bounds for estimators:
a. Howsmall a variance can one get for an unbiased estimate?
b. Precision of estimator comes from derivatives of log likelihood.

I. 1st derivative tells how fast density changes with 6.
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Fig. 4: Dependence of the Two
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ii. 2nd derivative tells how fast density curves with 6.
c. ldea:
I. information about 6 depends on how quickly on average
fx(X;0) asafunction of # drops away from its peak
ii. Thisis measured by the inverse of the curvature.
iii. For this course always interpret log as natural logs.

WMS: 9.2
J. Relative Efficiency
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1. Efficiency measures variances of estimates.

a. Definition: Theratio Var {91} /Var {92} is the relative
efficiency of @2 re 91 .
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