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WMS: 9.4

L. Sufficiency:
1. Sufficiency Criterion
a. How much of information do we have to consider,
b. and how much can we toss away as not giving information about
the quantity of interest?
c. Expressgenericdataas X1, -, X, = X, with observed
values z1,- -+, 2y, = .
2. Sufficiency Example:
a. X ~ Bin(m,0) anind. sample.
b. § =37, X;/(mn) isan unbiased, consistent estimator of .
c. Isthere any other part of the data, other than that summarized

by 0, that gives information about 67

d. Theseparate p.m.f.s for the variables are (wmi)ﬂxi(l — )"
e. Hencethejointp.mf.ispx(x;m) = [[; (xi)w i(1
ﬂ.)m—xi.

i. Collect exponents
n
pX<iE; 7T) = Wzyzl 33@(1 _ 7T)mn— ?:1 T H m
i=1 \"

ii. Substitute in statistic value



Lecture? 37
n
: — 1 —
px(@;m)=7""(1—m) 11 <x2>

1=1
iii. Calculate marginal probability from distribution of sum of

binomials:

p(é; 77) _ <mn ) ﬂ_mné(l . ﬂ_)mn—mné;

mn#
f. Hence pX‘é(a:h@; m)=11", (Z;L)/(Z?Z%)
g. Hence the additional information given by the X, beyond their
total tells nothing about .
3. Sufficiency Definition:
a. T(X) is sufficient for 6 if the distn of X conditionalon T°
doesn’'t dependon 6.
b. factorization theorem: T issufficient if and only if full p.m.f.
can be factored as
px(x) = g(t(z); 0)u(w).
. T sufficient = p.m.f. px(@:0) is pp(¢; 0)px r(@|t(x)).
e thelatter factorindependent of 6
ii. p.m.f. factors asdescribed = px |p(x|t; T) =
g(t;0)u(x)/ 3 1(2)=1 9(t; O)u(z) =
u(@)/ 2z t(z)=t u(Z).-
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e Theconditional p.m.f. doesnotdependon 6.

c. Theideasandtheorems above also hold for densities.
d. Entiredataset X issufficient.

I. Forindependent data, so is ordered data set.

ii. Generally want more concise summary.

4 Examp|e- >k sk ok kok k sk ok sk >k ok %k k ok ko ok %k %k k >k k

a. Consider Xq,---, X, ~ N(u,0?).

b. Thejointp.d.f.is

n EXPpl—\X; — 2 0'2
el = ] St = 0P/ (207)

P oV 2w
I. Simplify exponentials:
(=i (i = w)*)/(207))
fx(x) = =
o™ (212
ii. Expandsquares:
o (“T o)
20
fX(w> — (O’n(271'>n/2)
exp((2p Yojg wi—np?)/(20%)) xexp((—= Y1

iii. Simplify to obtain density pETCRIE
c. If o isknown without looking at the data, sum of observations is

sufficient.

i. Factorization shows that Y | X issufficient for 1.



Lecture 7 39
ii. Sois 1 =T/n.
lii. (4 isagoodestimatorbut 7" is not.

iv. Factorizationshowsthat (37 X, S°" | X?) issufficient for
(11,07).
v. Sois X, 82 =" (X; — X)?/(n—1)
5. Poisson Example
a. X,Y ~P(0)
b. Consider summary 1 = X+ 2Y
:g = X =2andY =0or X =0and Y =1
X =

exp( b 2/2!e><p<—u) o
exp(—p)? /2 exp(—p) + exp(—p) exp(—p)put /11 p? + 24
iii. dependson i : [t notsufficient

.
P

c. Considersummary (1 = X+ %Y

. P X =z|p=u] =
exp(—p)p” [zl exp(—p) ™"/ (2u — )l 2ul
exp(—2u) 2t/ (2u)! z!(2u — x)!

ii. doesnotdependon p : sufficient

6. Example where sufficient statistic doesn't tell whole story:
a. A collection of cars is inspected for defective wheels

b. Estimate the proportion 7 of wheels which are defective.
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c. Under the binomial model, the sample proportion is sufficient for

inferenceon 7.

d. Table2 containstwo scenarios:

Scenario 1: Scenario 2:
# of wheels # of times  # of wheels # of times

defective observed defective observed

0 5 0 44
1 19 1 0
2 36 2 0
3 27 3 0
4 13 4 56
Total 100 Total 100

. Both scenarios give the same estimate of 7

. the second case gives strong evidence that the binomial model

Iswrong.

Hence the sufficient statistic tells about the parameters in the

model; remainder tells about the suitability of the model itself.
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