# Multivariate Tail Probability Approximations 

John E. Kolassa and Donghyun Lee Rutgers, the State University of New Jersey

21 December 2023

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
(1) $Y_{i}= \begin{cases}1 & \text { for better on canine } \\ -1 & \text { for worse on canine } \\ 0 & \text { for no difference }\end{cases}$

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
(1) $Y_{i}= \begin{cases}1 & \text { for better on canine } \\ -1 & \text { for worse on canine } \\ 0 & \text { for no difference }\end{cases}$
(2) in ordinal regression model with no intercept, indicator variables for ordering, other covariates.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
(1) $Y_{i}= \begin{cases}1 & \text { for better on canine } \\ -1 & \text { for worse on canine } \\ 0 & \text { for no difference }\end{cases}$
(2) in ordinal regression model with no intercept, indicator variables for ordering, other covariates.
(3) sufficient statistics $\bar{X}^{1}$ and $\bar{X}^{2}$ for treatment effect under the two orderings.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
(1) $Y_{i}= \begin{cases}1 & \text { for better on canine } \\ -1 & \text { for worse on canine } \\ 0 & \text { for no difference }\end{cases}$
(2) in ordinal regression model with no intercept, indicator variables for ordering, other covariates.
(3) sufficient statistics $\bar{X}^{1}$ and $\bar{X}^{2}$ for treatment effect under the two orderings.
(2) Null hypothesis is that there is no systematic difference in response to therapies, regardless of ordering.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
(1) $Y_{i}= \begin{cases}1 & \text { for better on canine } \\ -1 & \text { for worse on canine } \\ 0 & \text { for no difference }\end{cases}$
(2) in ordinal regression model with no intercept, indicator variables for ordering, other covariates.
(3) sufficient statistics $\bar{X}^{1}$ and $\bar{X}^{2}$ for treatment effect under the two orderings.
(2) Null hypothesis is that there is no systematic difference in response to therapies, regardless of ordering.
(3) Alternative hypothesis is that canine therapy is superior for at least one of the ordering.

## Motivation Example

(1) Krause-Parello et al. (2018) present results of a crossover study.
(1) Studies US military subject to physical trauma
(2) Measures efficacy of canine therapy on PTSD, vs standard therapy.
(3) Evaluate performance on both therapies for subject $i$
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(3) sufficient statistics $\bar{X}^{1}$ and $\bar{X}^{2}$ for treatment effect under the two orderings.
(2) Null hypothesis is that there is no systematic difference in response to therapies, regardless of ordering.
(3) Alternative hypothesis is that canine therapy is superior for at least one of the ordering.
(9) $p$-value for intersection union test is calculated from $\mathrm{P}\left[\bar{X}^{1} \geq \bar{x}^{1}\right.$ or $\bar{X}^{2} \geq \bar{x}^{2}$ |other sufficient statistics $]$.
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## Objective

(1) Approximate joint tail probabilities for $\overline{\boldsymbol{X}}$.
(2) Use existence of cumulant generating function to obtain relative error behavior uniform for values of $\overline{\boldsymbol{x}}$ in an open ball about the mean.
(1) Measure theoretical error behavior in terms of inverse powers of $\sqrt{n}$.
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- Suppose a method for producing tail probability approximations $G_{Z}(z)$ satisfies $G_{-z}(-z)=1-G_{Z}(z)$.
- Then $G_{Z}(z)$ works for tail probabilities for the entire range of $z$, requirments to be at or over the expectation notwithstanding.
- Call such an approximation reflexive.
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## Univariate Methods: Lugannani and Rice (1980) approach

(1) Recall $\mathrm{P}[\bar{X} \geq \bar{x}]=\frac{1}{2 \pi i} \oint \exp (n[K(\tau)-\bar{x} \tau]) \frac{d \tau}{\tau}$.
(2) Re-parameterize the inversion integral in terms of $\omega$ satisfying $(\omega-\hat{\omega})^{2} / 2=K(\tau)-\tau x-K(\hat{\tau})+\hat{\tau} x$.

- Integral is $\frac{1}{(2 \pi i)} \oint \exp \left(n\left[\omega^{2} / 2-\hat{\omega} \omega\right]\right) \lambda \frac{d \omega}{\omega}$.
- $\lambda=\frac{\omega}{\tau} \frac{d \tau}{d \omega}$.
- Tail probability approximation is $\bar{\Phi}(\hat{\omega})+\phi(\hat{\omega})(1 / \hat{\omega}-1 / \hat{z}) / \sqrt{n}$.
(1) Reflexive: Holds without regards to $\hat{\tau}>0$.
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(3) Expand exp of cubic and quartic terms.
(9) Integral of resulting quartic term is $O(1 / n)$.
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(1) Lots of terms
(2) Terms are not particularly interpretable.
(1) (Multivariate) normal tail probability is multiplied by an exponential factor.
(3) You are stuck with $\hat{\tau}_{j}>0$
(9) Not reflexive (with definition extended beyond univariate).
(1) Get around this using Boole's Law
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(1) $\mathrm{P}\left[X^{1} \geq x^{1} \cap \ldots \cap X^{p} \geq x^{p}\right] \approx$

$$
\bar{\Phi}(\sqrt{n} \hat{\boldsymbol{\xi}} ; \boldsymbol{\Sigma})+\sum_{j=1}^{p} \bar{\Phi}\left(\sqrt{n} \hat{\boldsymbol{\xi}}_{-j} ; \boldsymbol{\Sigma}_{j}\right) \phi\left(\sqrt{n} \xi_{j}\right)\left(1 / \xi_{j}-1 /\left(\hat{\tau}_{j} / \sigma_{j}\right)\right)+C .
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## New approximation is simpler

(1) $\mathrm{P}\left[X^{1} \geq x^{1} \cap \ldots \cap X^{p} \geq x^{p}\right] \approx$
$\bar{\Phi}(\sqrt{n} \hat{\boldsymbol{\xi}} ; \boldsymbol{\Sigma})+\sum_{j=1}^{p} \bar{\Phi}\left(\sqrt{n} \hat{\boldsymbol{\xi}}_{-j} ; \boldsymbol{\Sigma}_{j}\right) \phi\left(\sqrt{n} \xi_{j}\right)\left(1 / \xi_{j}-1 /\left(\hat{\tau}_{j} / \sigma_{j}\right)\right)+C$.
(1) $\boldsymbol{\Sigma}$ is generated by transformation from $\omega$ to $\boldsymbol{\xi}$.
(2) $\sigma_{j}$ is a standard error for $\hat{\tau}_{j}$.
(2) In order to make $\lambda$ have removable singularities,
(1) exponent in inversion integral is no longer exactly quadratic.
(2) $C$ adjusts for this.
(3) Avoids requirement that $\hat{\tau}_{j}>0$.
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## Example

(1) $p=2$,
(2) $X_{1}=Z_{1}+Z_{2}, X_{2}=Z_{1}+Z_{3}, Z_{j}$ independent exponentials.
(3) $n=1$ !
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## Work in various stages of completion

(1) Addressing removable singularities in $C$.
(2) $p>2$.
(3) $r^{*}$ version placing $O(1 / \sqrt{n})$ corrections into argument of $\bar{\Phi}$.
(9) Extension to lattice variables
(3) Extension to conditional distributions.
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